
V-1-2. Basic arithmetic operations of matrix 

 

We learned how to use matrix in previous paragraph. However, we cannot use this 

technique without knowledge or calculation rule. Arithmetic operations of matrix are 

introduced in this paragraph. 

 

1. Sum of matrix 

൮

𝑎ଵଵ 𝑎ଵଶ

𝑎ଶଵ 𝑎ଶଶ

⋯ 𝑎ଵ௠

⋯ 𝑎ଶ௠

⋮ ⋮
𝑎௡ଵ 𝑎௡ଶ

⋱ ⋮
⋯ 𝑎௡௠

൲ + ൮

𝑏ଵଵ 𝑏ଵଶ

𝑏ଶଵ 𝑏ଶଶ

⋯ 𝑏ଵ௠

⋯ 𝑏ଶ௠

⋮ ⋮
𝑏௡ଵ 𝑏௡ଶ

⋱ ⋮
⋯ 𝑏௠

൲ = ൮

𝑎ଵଵ + 𝑏ଵଵ 𝑎ଵଶ + 𝑏ଵଶ

𝑎ଶଵ + 𝑏ଶଵ 𝑎ଶଶ + 𝑏ଶଶ

⋯ 𝑎ଵ௡ + 𝑏ଵ௠

⋯ 𝑎ଶ௡ + 𝑏ଶ௠

⋮ ⋮
𝑎௡ଵ + 𝑏௡ଵ 𝑎௡ଶ + 𝑏௡ଶ

⋱ ⋮
⋯ 𝑎௡௡ + 𝑏௡௠

൲ 

Formula 48 

 Confirmation of adequacy above rule 

In the case of 2 × 2 matrix as example.  

Calculation applying the rule is as follow  

ቀ
𝑎 𝑏
𝑘 𝑙

ቁ + ቀ
𝑐 𝑑
𝑚 𝑛

ቁ = ቀ
𝑎 + 𝑐 𝑏 + 𝑑
𝑘 + 𝑚 𝑙 + 𝑛

ቁ 

We consider the matrix is abbreviated form of matrix of vectors, by removing bases (unit 

vectors) . The original form is as follow. 

൬
𝑎𝒆𝟏 𝑏𝒆𝟐

𝑘𝒆𝟏 𝑙𝒆𝟐
൰ + ൬

𝑐𝒆𝟏 𝑑𝒆𝟐

𝑚𝒆𝟏 𝑛𝒆𝟐
൰ = ൬

(𝑎 + 𝑐)𝒆𝟏 (𝑏 + 𝑑)𝒆𝟐

(𝑘 + 𝑙)𝒆𝟏 (𝑙 + 𝑛)𝒆𝟐
൰ 

We can confirm the accuracy of above equation from figure 42. 

 
Fig.42. Sum of vectors and matrix 

The rule of abbreviation is as follow. 

𝒂 ↔ 𝑎𝒆𝟏 ↔ (𝑎 0) 

𝒃 ↔ 𝑏𝒆𝟐 ↔ (0 𝑏) 

𝒄 ↔ 𝑐𝒆𝟏 ↔ (𝑐 0) 

𝒅 ↔ 𝑑𝒆𝟐 ↔ (0 𝑑) 

Then 

(𝑎 𝑏) ↔ 𝑎𝒆𝟏 + 𝑏𝒆𝟐 

(𝑐 𝑑) ↔ 𝑐𝒆𝟏 + 𝑑𝒆𝟐 



(𝑎 𝑏) + (𝑐 𝑑) = 𝑎𝒆𝟏 + 𝑏𝒆𝟐 + 𝑐𝒆𝟏 + 𝑑𝒆𝟐 = (𝑎 + 𝑐)𝒆𝟏 + (𝑏 + 𝑑)𝒆𝟐 = (𝑎 + 𝑐 𝑏 + 𝑑)   

Repeat same procedure in second line 

Repeat the same procedure.  

൮

𝑎ଵଵ 𝑎ଵଶ

𝑎ଶଵ 𝑎ଶଶ

⋯ 𝑎ଵ௠

⋯ 𝑎ଶ௠

⋮ ⋮
𝑎௡ଵ 𝑎௡ଶ

⋱ ⋮
⋯ 𝑎௡௠

൲ + ൮

𝑏ଵଵ 𝑏ଵଶ

𝑏ଶଵ 𝑏ଶଶ

⋯ 𝑏ଵ௠

⋯ 𝑏ଶ௠

⋮ ⋮
𝑏௡ଵ 𝑏௡ଶ

⋱ ⋮
⋯ 𝑏௠

൲ = ൮

𝑎ଵଵ + 𝑏ଵଵ 𝑎ଵଶ + 𝑏ଵଶ

𝑎ଶଵ + 𝑏ଶଵ 𝑎ଶଶ + 𝑏ଶଶ

⋯ 𝑎ଵ௡ + 𝑏ଵ௠

⋯ 𝑎ଶ௡ + 𝑏ଶ௠

⋮ ⋮
𝑎௡ଵ + 𝑏௡ଵ 𝑎௡ଶ + 𝑏௡ଶ

⋱ ⋮
⋯ 𝑎௡௡ + 𝑏௡௠

൲ 

 

2. Multiplication of scalar and matrix. 

𝛼 ൮

𝑎ଵଵ 𝑎ଵଶ

𝑎ଶଵ 𝑎ଶଶ

⋯ 𝑎ଵ௡

⋯ 𝑎ଶ௡

⋮ ⋮
𝑎௡ଵ 𝑎௡ଶ

⋱ ⋮
⋯ 𝑎௡௡

൲ = ൮

𝛼𝑎ଵଵ 𝛼𝑎ଵଶ

𝛼𝑎ଶଵ 𝛼𝑎ଶଶ

⋯ 𝛼𝑎ଵ௡

⋯ 𝛼𝑎ଶ௡

⋮ ⋮
𝛼𝑎௡ଵ 𝛼𝑎௡ଶ

⋱ ⋮
⋯ 𝛼𝑎௡௡

൲ 

α:scalar 
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 Confirmation of adequacy above rule 

൮

𝑎ଵଵ 𝑎ଵଶ

𝑎ଶଵ 𝑎ଶଶ

⋯ 𝑎ଵ௠

⋯ 𝑎ଶ௠

⋮ ⋮
𝑎௡ଵ 𝑎௡ଶ

⋱ ⋮
⋯ 𝑎௡௠

൲ + ൮

𝑎ଵଵ 𝑎ଵଶ

𝑎ଶଵ 𝑎ଶଶ

⋯ 𝑎ଵ௠

⋯ 𝑎ଶ௠

⋮ ⋮
𝑎௡ଵ 𝑎௡ଶ

⋱ ⋮
⋯ 𝑎௠

൲ = ൮

2𝑎ଵଵ 2𝑎ଵଶ

2𝑎ଶଵ 2𝑎ଶଶ

⋯ 2𝑎ଵ௡

⋯ 2𝑎ଶ௡

⋮ ⋮
2𝑎௡ଵ 2𝑎௡ଶ

⋱ ⋮
⋯ 2𝑎௡௡

൲ 

൮

2𝑎ଵଵ 2𝑎ଵଶ

2𝑎ଶଵ 2𝑎ଶଶ

⋯ 2𝑎ଵ௡

⋯ 2𝑎ଶ௡

⋮ ⋮
2𝑎௡ଵ 2𝑎௡ଶ

⋱ ⋮
⋯ 2𝑎௡௡

൲ + ൮

𝑎ଵଵ 𝑎ଵଶ

𝑎ଶଵ 𝑎ଶଶ

⋯ 𝑎ଵ௠

⋯ 𝑎ଶ௠

⋮ ⋮
𝑎௡ଵ 𝑎௡ଶ

⋱ ⋮
⋯ 𝑎௠

൲ = ൮

3𝑎ଵଵ 3𝑎ଵଶ

3𝑎ଶଵ 3𝑎ଶଶ

⋯ 3𝑎ଵ௡

⋯ 3𝑎ଶ௡

⋮ ⋮
3𝑎௡ଵ 3𝑎௡ଶ

⋱ ⋮
⋯ 3𝑎௡௡

൲ 

                                   repeat 

α𝑨 = ෍ 𝑨

𝜶

𝒊ୀ𝟏

= ൮

𝛼𝑎ଵଵ 𝛼𝑎ଵଶ

𝛼𝑎ଶଵ 𝛼𝑎ଶଶ

⋯ 𝛼𝑎ଵ௡

⋯ 𝛼𝑎ଶ௡

⋮ ⋮
𝛼𝑎௡ଵ 𝛼𝑎௡ଶ

⋱ ⋮
⋯ 𝛼𝑎௡௡

൲ 

3. Multiplication of two matrixes 

⎝

⎜
⎜
⎜
⎛

𝑎ଵଵ 𝑎ଵଶ

𝑎ଶଵ 𝑎ଶଶ

⋯ 𝑎ଵ௞

 𝑎ଶ௞

⋯ 𝑎ଵ௟

 𝑎ଶ௟

⋮  

𝑎௜ଵ  

  

 𝑎௜௞

 ⋮

 𝑎௜௟

⋮  
𝑎௡ଵ 𝑎ଶ௡

  
⋯ 𝑎௡௞

 ⋮
⋯ 𝑎௡௟⎠

⎟
⎟
⎟
⎞

⎝

⎜
⎜
⎜
⎜
⎛

𝑏ଵଵ 𝑏ଵଶ

𝑏ଶଵ 𝑏ଶଶ

⋯ 𝑏ଵ௝

 𝑏ଶ௝

⋯ 𝑏ଵ௠

 𝑏ଶ௠

⋮  

𝑏௞ଵ  

 ⋮

 𝑏௞௝

 ⋮

⋯ 𝑏௞௠

⋮  
𝑏௟ଵ 𝑏௟ଶ

 ⋮

⋯ 𝑏௟௝

 ⋮

⋯ 𝑏௟௠ ⎠

⎟
⎟
⎟
⎟
⎞

 

= ൭

𝑎11𝑏11 + ⋯ 𝑎1𝑘𝑏𝑘1 ⋯ +𝑎1𝑙𝑏𝑙1 ⋯ 𝑎11𝑏1𝑚 + ⋯ 𝑎1𝑘𝑏𝑘𝑚 … 𝑎1𝑙𝑏𝑙𝑚

⋮ 𝑎𝑖1𝑏1𝑗 + ⋯ 𝑎𝑖𝑘𝑏𝑘𝑗 ⋯ +𝑎𝑖𝑙𝑏𝑙𝑗 ⋮
𝑎𝑛1𝑏11 + ⋯ 𝑎𝑛𝑘𝑏𝑘1 ⋯ +𝑎𝑛𝑙𝑏𝑙1 … 𝑎𝑛1𝑏1𝑚 + ⋯ 𝑎𝑛𝑘𝑏𝑘𝑚 ⋯ +𝑎𝑛𝑙𝑏𝑙𝑚

൱ 
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Procedure of calculation 𝑨𝑩 is follows 

𝑨 and 𝑩 are matrix 



1) Multiply factor (value) at row 𝑖 and column 𝑘 in matrix A to factor at row 𝑘 and 

column 𝑗 in matrix B. 

2) Sum the products from 𝑘 = 1 to 𝑘 = 𝑙 

3) Factor at row 𝑖 and column 𝑗 in product matrix is the value obtained by step 2. 

 Example 

ቆ
𝑎ଵଵ 𝑎ଵଶ 𝑎ଵଷ
𝑎ଶଵ

𝑎ଷଵ

𝑎ଶଶ

𝑎ଷଶ

𝑎ଶଷ

𝑎ଷଷ

ቇ ൭

𝑏ଵଵ 𝑏ଵଶ

𝑏ଶଵ 𝑏ଶଶ

𝑏ଷଵ 𝑏ଷଶ

൱ = ൭

𝑎ଵଵ𝑏ଵଵ + 𝑎ଵଶ𝑏ଶଵ + 𝑎ଵଷ𝑏ଷଵ 𝑎ଵଵ𝑏ଵଶ + 𝑎ଵଶ𝑏ଶଶ + 𝑎ଵଷ𝑏ଷଶ

𝑎ଶଵ𝑏ଵଵ + 𝑎ଶଶ𝑏ଶଵ + 𝑎ଶଷ𝑏ଷଵ

𝑎ଷଵ𝑏ଵଵ + 𝑎ଷଶ𝑏ଶଵ + 𝑎ଷଷ𝑏ଷଵ

𝑎ଶଵ𝑏ଵଶ + 𝑎ଶଶ𝑏ଶଶ + 𝑎ଶଷ𝑏ଷଶ

𝑎ଷଵ𝑏ଵଶ + 𝑎ଷଶ𝑏ଶଶ + 𝑎ଷଷ𝑏ଷଶ

൱  

 Confirmation of adequacy above rule 

We already calculate solution of simultaneous equation applying this rule. We 

estimate calculation rule from the relation between two equations, on is usual 

expression which we learn in junior high school, the other is expression using matrix. 

Form this experience, we may accept the rule sensuously, though we need theoretical 

back ground of the rule. 

Vector can express both by  1 × 𝑙  matrix and by unit vector as follows.   

𝒂 = (𝑎ଵ ⋯ 𝑎௝ ⋯ 𝑎௟) = 𝑎ଵ𝒆𝟏 + ⋯ + 𝑎௝𝒆𝒋 + ⋯ + 𝑎௟𝒆𝒍 

𝒃 = (𝑏ଵ ⋯ 𝑏௜ ⋯ 𝑏௟) = 𝑏ଵ𝒆𝟏 + ⋯ + 𝑏௜𝒆𝒊 + ⋯ + 𝑏௟𝒆𝒍 

When we multiplicate 𝒂 𝑏𝑦 𝒃, 

𝒂𝒃 = 𝑎ଵ𝑏ଵ𝒆𝟏𝒆𝟏 + ⋯ + 𝑎௝𝑏ଵ𝒆𝒋𝒆𝟏 + ⋯ + 𝑎௟𝑏ଵ𝒆𝟏𝒆𝒍 

+𝑎ଵ𝑏ଶ𝒆𝟏𝒆𝟐 + ⋯ + 𝑎௝𝑏ଶ𝒆𝒋𝒆𝟐 + ⋯ + 𝑎௟𝑏ଶ𝒆𝒍𝒆𝟐 

⋮ 

+𝑎ଵ𝑏௟𝒆𝟏𝒆𝒍 + ⋯ + 𝑎௝𝑏௟𝒆𝒋𝒆𝒍 + ⋯ + 𝑎௟𝑏௟𝒆𝒍𝒆𝒍 

When 𝒆𝒊 ⊥ 𝒆𝒋      (𝑖 ≠ 𝑗) 

⊥: orthogonal 

𝒆𝒊𝒆𝒋 = 0 

𝒆𝒊𝒆𝒊 = 1 

∵  𝒆𝒊𝒆𝒋 = |𝒆𝒊|ห𝒆𝒋ห cos 𝜃𝒊ି𝒋 

cos ቀ±
𝜋

2
ቁ = 0,   cos 0 = 1 

𝒆𝒊𝒆𝒋: inner procuct 

∴  𝒂𝒃 = 𝑎ଵ𝑏ଵ𝒆𝟏𝒆𝟏 + ⋯ + 𝑎௜𝑏௜𝒆𝒊𝒆𝒊 + ⋯ + 𝑎௟𝑏௟𝒆𝒍𝒆𝒍 

= 𝑎ଵ𝑏ଵ + ⋯ + 𝑎௜𝑏௜ + ⋯ + 𝑎௟𝑏௟ 

𝒂𝒃 = (𝑎ଵ ⋯ 𝑎௝ ⋯ 𝑎௠)

⎝

⎜
⎛

𝑏ଵ

⋮
𝑏௜

⋮
𝑏௠⎠

⎟
⎞

= 𝑎ଵ𝑏ଵ + ⋯ + 𝑎௜𝑏௜ + ⋯ + 𝑎௟𝑏௟ 



Conclusively 𝒂𝒃 is inner product of 𝒂 and 𝒃 

We consider 𝑨 as vertical line of vectors and 𝑩 as horizontal line of vectors. 

𝑨 =

⎝

⎜
⎛

𝒂ଵ

⋮
𝒂௜

⋮
𝒂௡⎠

⎟
⎞

= ൭

𝑎ଵଵ ⋯ 𝑎ଵ௟

⋮ ⋱ ⋮
𝑎௡ଵ ⋯ 𝑎௡௟

൱ 

𝑩 = (𝒃ଵ ⋯ 𝒃௝ ⋯ 𝒃௠) = ൭
𝑏ଵଵ ⋯ 𝑏ଵ௠

⋮ ⋱ ⋮
𝑏௟ଵ ⋯ 𝑏௟௠

൱ 

𝒂௜ = (𝑎௜ଵ ⋯ 𝑎௜௟) 

𝒃௝ = ቌ

𝑏ଵ௝

⋮
𝑏௟௝

ቍ 

𝑨𝑩 =

⎝

⎜
⎛

𝒂ଵ𝒃ଵ ⋯
⋮ ⋱

𝒂ଵ𝒃௝

⋮
⋯ 𝒂ଵ𝒃௠

⋱ ⋮
𝒂௜𝒃ଵ ⋯ 𝒂௜𝒃௝ ⋯ 𝒂௜𝒃௠

⋮ ⋱
𝒂௡𝒃ଵ ⋯

⋮
𝒂௡𝒃௝

⋱ ⋮
⋯ 𝒂௡𝒃௠⎠

⎟
⎞

 

⎝

⎜
⎜
⎜
⎛

𝑎ଵଵ 𝑎ଵଶ

𝑎ଶଵ 𝑎ଶଶ

⋯ 𝑎ଵ௞

 𝑎ଶ௞

⋯ 𝑎ଵ௟

 𝑎ଶ௟

⋮  

𝑎௜ଵ  

  

 𝑎௜௞

 ⋮

 𝑎௜௟

⋮  
𝑎௡ଵ 𝑎ଶ௡

  
⋯ 𝑎௡௞

 ⋮
⋯ 𝑎௡௟⎠

⎟
⎟
⎟
⎞

⎝

⎜
⎜
⎜
⎜
⎛

𝑏ଵଵ 𝑏ଵଶ

𝑏ଶଵ 𝑏ଶଶ

⋯ 𝑏ଵ௝

 𝑏ଶ௝

⋯ 𝑏ଵ௠

 𝑏ଶ௠

⋮  

𝑏௞ଵ  

 ⋮

 𝑏௞௝

 ⋮

⋯ 𝑏௞௠

⋮  
𝑏௟ଵ 𝑏௟ଶ

 ⋮

⋯ 𝑏௟௝

 ⋮

⋯ 𝑏௟௠ ⎠

⎟
⎟
⎟
⎟
⎞

 

= ൭

𝑎11𝑏11 + ⋯ 𝑎1𝑘𝑏𝑘1 ⋯ +𝑎1𝑙𝑏𝑙1 ⋯ 𝑎11𝑏1𝑚 + ⋯ 𝑎1𝑘𝑏𝑘𝑚 … 𝑎1𝑙𝑏𝑙𝑚

⋮ 𝑎𝑖1𝑏1𝑗 + ⋯ 𝑎𝑖𝑘𝑏𝑘𝑗 ⋯ +𝑎𝑖𝑙𝑏𝑙𝑗 ⋮
𝑎𝑛1𝑏11 + ⋯ 𝑎𝑛𝑘𝑏𝑘1 ⋯ +𝑎𝑛𝑙𝑏𝑙1 … 𝑎𝑛1𝑏1𝑚 + ⋯ 𝑎𝑛𝑘𝑏𝑘𝑚 ⋯ +𝑎𝑛𝑙𝑏𝑙𝑚

൱ 

Some quick-minded readers may claim why we can assume 𝒆𝒊 ⊥ 𝒆𝒋 . This claim is 

mathematically correct. If matrix can express all vectors, they include orthogonal pairs 

of vectors. In such case 

𝒆𝒊𝒆𝒋 ≠ 0 

However, we do not know whether 𝒆𝒊 and 𝒆𝒋 are orthogonal each other or they are not 

orthogonal each other. This is a rule of calculation. We can derive various mathematics 

theory by accepting the rule assuming orthogonal space. Accepting this rule, we can 

discuss the correlation and partial correlation and transform oblique coordinate to 

orthogonal coordinate.   

 

4. Order of multiplication 

Multiplication of matrixes is non-commutative as subtraction between values, though order 



of calculation can be changed. 

𝑨𝑩 ≠ 𝑩𝑨 

(𝐀𝐁)𝑪 = 𝑨(𝑩𝑪) 
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5. There is no division in matrix. Multiplication of inverse matrix is used instead of 

division. 

6. A swapping of liens or columns makes change of sign.  

 Example 

Most simple case of swapping of row is as follow 

ቀ
𝑎 𝑏
𝑘 𝑙

ቁ → ቀ
𝑘 𝑙
𝑎 𝑏

ቁ 

This swapping looks as it makes no change. 

However, when we calculate the determinant.  

ቚ
𝑎 𝑏
𝑘 𝑙

ቚ = 𝑎𝑙 − 𝑏𝑘 

ቚ
𝑘 𝑙
𝑎 𝑏

ቚ = 𝑘𝑏 − 𝑎𝑙 = −(al − bk) 

Then 

ቚ
𝑘 𝑙
𝑎 𝑏

ቚ = − ቚ
𝑎 𝑏
𝑘 𝑙

ቚ 

This is nature of things. In case of following simultaneous equation, 

𝑎𝑥 + 𝑏𝑦 = 𝛼 

𝑘𝑥 + 𝑙𝑦 = 𝛽 

Subtraction of lower equation from upper equation is as follow. 

(𝑎𝑥 + 𝑏𝑦) − (𝑘𝑥 + 𝑙𝑦) = 𝛼 − 𝛽 

Subtraction of upper equation from lower equation is as follow. 

(𝑘𝑥 + 𝑙𝑦) − (𝑎𝑥 + 𝑏𝑦) = 𝛽 − 𝛼 

Swapping of upper and lower equation caused change of sign.  

In the case of  

൭
𝑎 𝑏 𝑐
𝑘 𝑙 𝑚
𝑠 𝑡 𝑢

൱ → ቆ
𝑠 𝑡 𝑢
𝑎 𝑏 𝑐
𝑘 𝑙 𝑚

ቇ 

The process can be decomposed as follow. 

൭
𝑎 𝑏 𝑐
𝑘 𝑙 𝑚
𝑠 𝑡 𝑢

൱ = − ൭
𝑎 𝑏 𝑐
𝑠 𝑡 𝑢
𝑘 𝑙 𝑚

൱ = −(− ቆ
𝑠 𝑡 𝑢
𝑎 𝑏 𝑐
𝑘 𝑙 𝑚

ቇ) = ቆ
𝑠 𝑡 𝑢
𝑎 𝑏 𝑐
𝑘 𝑙 𝑚

ቇ 

The sing changes with each swapping of row. In matrix, rules applicable to row are 

applicable to column. 



൭
𝑎 𝑏 𝑐
𝑘 𝑙 𝑚
𝑠 𝑡 𝑢

൱ = − ൭
𝑎 𝑐 𝑏
𝑠 𝑚 𝑙
𝑘 𝑢 𝑡

൱ = −(− ൭
𝑐 𝑎 𝑏
𝑚 𝑘 𝑙
𝑢 𝑠 𝑡

൱) = ൭
𝑐 𝑎 𝑏
𝑚 𝑘 𝑙
𝑢 𝑠 𝑡

൱ 

 

 

5. Summing and subtraction of scalar times of a row or column makes no change 

 Examples 

⎝

⎜
⎛

𝑎ଵଵ ⋯ 𝑎ଵ௝ ⋯ 𝑎ଵ௡

⋮ ⋱ ⋮
𝑎௜ଵ ⋯ 𝑎௜௝

⋮ ⋱ ⋮
𝑎௡ଵ ⋯ 𝑎௡௝

⋱
⋯
⋱
⋯

⋮
𝑎௜௡

⋮
𝑎௡௡⎠

⎟
⎞

+ α

⎝

⎜
⎛

0 ⋯ 𝑎ଵଵ ⋯ 0
⋮ ⋱ ⋮

0 ⋯ 𝑎௜ଵ

⋮ ⋱ ⋮
0 ⋯ 𝑎௡ଵ

⋱
⋯
⋱
⋯

⋮
0
⋮
0⎠

⎟
⎞

=  

⎝

⎜
⎛

 

𝑎ଵଵ ⋯ 𝑎ଵ௝ + α𝑎ଵଵ ⋯ 𝑎ଵ௡

⋮     ⋱        ⋮         
𝑎௜ଵ ⋯ 𝑎௜௝ + 𝛼𝑎௜ଵ

⋮   ⋱          ⋮           
𝑎௡ଵ ⋯ 𝑎௡௝ +𝑎𝛼௡ଵ

⋱
⋯
⋱
⋯

⋮
𝑎௜௡

⋮
𝑎௡௡⎠

⎟
⎞

 

⎝

⎜
⎛

𝑎ଵଵ ⋯ 𝑎ଵ௝ ⋯ 𝑎ଵ௡

⋮ ⋱ ⋮
𝑎௜ଵ ⋯ 𝑎௜௝

⋮ ⋱ ⋮
𝑎௡ଵ ⋯ 𝑎௡௝

⋱
⋯
⋱
⋯

⋮
𝑎௜௡

⋮
𝑎௡௡⎠

⎟
⎞

+ β

⎝

⎛

0 ⋯ 0 ⋯ 0
⋮ ⋱ ⋮

𝑎ଵଵ ⋯ 𝑎ଵ௝

⋮ ⋱ ⋮
0 ⋯ 0

⋱
⋯
⋱
⋯

⋮
𝑎ଵ௡

⋮
0 ⎠

⎞ =  

⎝

⎜
⎛

𝑎ଵଵ         ⋯      𝑎ଵ௝ ⋯ 𝑎ଵ௡

⋮        ⋱          ⋮
𝑎௜ଵ + β𝑎ଵଵ ⋯ 𝑎௜௝ + 𝛽𝑎ଵ௝

⋮       ⋱         ⋮
𝑎௡ଵ         ⋯     𝛼𝑎௡௝

⋱
⋯
⋱
⋯

⋮
𝑎௜௡ + 𝛽𝑎ଵ௡

⋮
𝑎௡௡ ⎠

⎟
⎞

 

⎝

⎜
⎛

𝑎ଵଵ ⋯ 𝑎ଵ௝ ⋯ 𝑎ଵ௡

⋮ ⋱ ⋮
𝑎௜ଵ ⋯ 𝑎௜௝

⋮ ⋱ ⋮
𝑎௡ଵ ⋯ 𝑎௡௝

⋱
⋯
⋱
⋯

⋮
𝑎௜௡

⋮
𝑎௡௡⎠

⎟
⎞

−
𝑎ଵ௝

𝑎ଵଵ

⎝

⎜
⎛

0 ⋯ 𝑎ଵଵ ⋯ 0
⋮ ⋱ ⋮

0 ⋯ 𝑎௜ଵ

⋮ ⋱ ⋮
0 ⋯ 𝑎௡ଵ

⋱
⋯
⋱
⋯

⋮
0
⋮
0⎠

⎟
⎞

=  

⎝

⎜
⎜
⎛

𝑎ଵଵ  ⋯         0            ⋯ 𝑎ଵ௡

⋮   ⋱          ⋮          

𝑎௜ଵ ⋯ 𝑎௜௝ − 𝑎௜௝

𝑎ଵ௝

𝑎ଵଵ

⋮     ⋱    ⋮      
𝑎௡ଵ ⋯ 𝑎௡௝ −𝑎௡௝

𝑎ଵ௝

𝑎ଵଵ

⋱
⋯
⋱
⋯

⋮
𝑎௜௡

⋮
𝑎௡௡

⎠

⎟
⎟
⎞

 

⎝

⎜
⎛

𝑎ଵଵ ⋯ 𝑎ଵ௝ ⋯ 𝑎ଵ௡

⋮ ⋱ ⋮
𝑎௜ଵ ⋯ 𝑎௜௝

⋮ ⋱ ⋮
𝑎௡ଵ ⋯ 𝑎௡௝

⋱
⋯
⋱
⋯

⋮
𝑎௜௡

⋮
𝑎௡௡⎠

⎟
⎞

+
𝑎௜ଵ

𝑎ଵଵ

⎝

⎛

0 ⋯ 0 ⋯ 0
⋮ ⋱ ⋮

𝑎ଵଵ ⋯ 𝑎ଵ௝

⋮ ⋱ ⋮
0 ⋯ 0

⋱
⋯
⋱
⋯

⋮
𝑎ଵ௡

⋮
0 ⎠

⎞

=  

⎝

⎜⎜
⎛

𝑎ଵଵ    ⋯                  𝑎ଵ௝     ⋯ 𝑎ଵ௡

        ⋮         ⋱                       ⋮            

0       ⋯        𝑎௜௝ − 𝑎௜௝

𝑎௜ଵ

𝑎ଵଵ

          ⋮          ⋱                    ⋮                
𝑎௡ଵ        ⋯              𝑎௡௝

⋱
⋯
⋱
⋯

⋮

𝑎௜௡ − 𝑎௜௡

𝑎௜ଵ

𝑎ଵଵ

⋮
𝑎௡௡ ⎠

⎟⎟
⎞

 

 

 


